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Strain control of superlattice implies weak charge-lattice coupling in La0.5Ca0.5MnO3
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We have recently argued that manganites do not possess stripes of charge order, implying that the
electron-lattice coupling is weak [Phys Rev Lett 94 (2005) 097202]. Here we independently argue
the same conclusion based on transmission electron microscopy measurements of a nanopatterned
epitaxial film of La0.5Ca0.5MnO3. In strain relaxed regions, the superlattice period is modified by
2-3% with respect to the parent lattice, suggesting that the two are not strongly tied.

PACS numbers: 75.47.Lx 71.38.-k 71.45.Lr 61.14.Lj

The superlattice present in many manganites has tra-
ditionally been described in terms of a charge ordered ar-
ray of the idealised cations Mn3+ and Mn4+ [1, 2, 3, 4].
This superlattice is observed in x-ray, neutron and elec-
tron diffraction patterns as extra reflections that typi-
cally lie along or near a∗, indexing the room temper-
ature cell as orthorhombic Pnma. Recent work con-
troversially suggests that Mn valence charges are not
strongly localised, and that any charge modulation is
very small [5, 6, 7, 8, 9, 10].

We recently argued that in polycrystalline
La1−xCaxMnO3 (x > 0.5) at 90 K, the charge-
lattice coupling is weak because the superlattice is not
locked to the parent lattice [8]. Instead, the periodicity
of the superlattice was found to be uniform over a wide
range of length scales in any particular grain. Our
main evidence was that the superlattice wavenumber
q was invariant with respect to a∗ when a grain was
repeatedly sampled with a local probe (convergent
beam electron diffraction, spot size 3.6 nm). This
interpretation relied upon selecting x=0.52 such that
q/a∗ ≈ 1 − x [11] was near but not equal to 0.5. In bulk
unstrained La0.5Ca0.5MnO3, q/a

∗ = 0.5 below the Néel
transition temperature TN ∼ 135 K (on cooling) [3].
The superstructure persists up to the Curie temperature
of TC ∼ 220 K, and for TN < T < TC , q/a∗ is hysteretic
and incommensurate [3].

It has previously been suggested that the superlattice
of a manganite should be modified by strain [4]. Inter-
granular variations in q/a∗ of up to 8% have been ob-
served in polycrystalline La0.5Ca0.5MnO3 [12], but the
possibility of extrinsic effects precludes a direct link with
strain. Here we investigate tuning the strain state in a
continuous crystal lattice, where extrinsic effects should
be minimised. Although chemical phase separation pre-

vents the growth of bulk single crystal La1−xCaxMnO3

(x ≥ 0.41) [13], we have formed an untwinned contin-
uous crystal lattice by growing a coherently strained
epitaxial film of La0.5Ca0.5MnO3 on an orthorhombic
NdGaO3 (001) substrate (NGO). Superlattice reflections
are expected to be strongest at this composition, since
optical spectroscopy measurements show a “pseudogap”
in La1−xCaxMnO3 that is largest at x = 0.5 [14]. We
have attempted to release the epitaxial strain in some
areas of the film by firstly removing substrate material
to create an electron transparent window ∼150 nm thick,
and then removing material around rectangular micron-
scale regions (“rectangles”) within the window. Trans-
mission electron microscopy (TEM) revealed that q/a∗ is
reduced by 2-3% inside the rectangle.

Films were grown at ∼800◦C in a flowing oxygen am-
bient of 15 Pa by pulsed laser deposition from a poly-
crystalline La0.5Ca0.5MnO3 target (Praxair, USA) using
a 248 nm ultraviolet KrF laser with an average fluence
of 1.5 J.cm−2, a repetition rate of 1 Hz and a target-
substrate distance of 8 cm. Films were subsequently an-
nealed for one hour in 60 kPa O2 at ∼800oC. The a lattice
parameter of NGO at the 90 K nominal base temperature
of our microscope stage is 0.48% smaller than the a lattice
parameter of La0.5Ca0.5MnO3, and the mismatch in b is
0.35% in the opposite sense [15]. The film was 44±2 nm
thick as measured by high resolution X-ray diffraction
(HRXRD). This thickness is sufficiently low to preserve
cube-on-cube epitaxy. An X-ray rocking curve with a
FWHM of 0.10◦ for the (004) film reflection was recorded,
and a typical value for surface roughness as measured by
atomic force microscopy was ∼0.5 nm. A ferromagnetic
signal detected below room temperature reached an ap-
parent saturation magnetization of 0.6 µB/Mn at 90 K,
with no evidence for the antiferromagnetic transition that
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FIG. 1: Sample preparation of a “rectangle” in an FIB micro-
scope. A beam of Ga ions in direction “A” was used to mill
away 22 µm × 8 µm of substrate from underneath the film.
A beam of Ga ions in direction “B” was then used to mill
cuts, delineated with thin black lines in the light grey region.
This light grey region represents the ∼150 nm thick electron
transparent window. The dark grey region represents film un-
derneath which 50 µm of substrate remains. The sample was
attatched with silver glue to half of a TEM Cu grid support
with an outer diameter of 3 mm.
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FIG. 2: TEM image of Rectangle 1 and Rectangle 2. The
material directly above the rectangles has broken away. A
crack runs between and parallel to the arrows in region 3.

is observed in the bulk above 100 K [16]. Similarly, no
transitions were seen in the electrical resistivity, which
was 0.02 Ω.cm at 300 K and remained insulating down
to 80 K, beyond which we could no longer measure it.

The sample was prepared for TEM by conventional
grinding to 50 µm, and processing using the focussed
ion beam (FIB) microscope (Fig. 1). The electron trans-
parent window was defined by cutting substrate material
from under the film. When the window was ∼ 1 µm thick,
the sample was tilted 45◦ and cuts were made from the
substrate side to minimise film damage. These cuts de-
fined a free standing rectangular region (a “rectangle”).
The sample was then rotated back to its original position
with sufficient precision to avoid an undercut during sub-
sequent thinning of the window to electron transparency.
Material furthest from the front edge of the window in
Fig. 1 was therefore thickest. A low magnification TEM
picture of two rectangles is shown in Fig. 2. The min-
imum thickness of the window that could be achieved
reliably was ∼150 nm. Thus ∼100 nm of substrate re-
mained attached to the 44 nm film.

The sample was cooled to approximately 90 K for up

to four hours at a time using a Gatan double-tilt liquid
nitrogen stage. Parent lattice reflections were recorded
in diffraction patterns with a CCD camera on a Philips
CM300 TEM operated at 300 kV. However, superlat-
tice reflections were too weak to measure on the CCD
without significant over-saturation of the parent reflec-
tions. Therefore measurements of q/a∗ were extracted
from diffraction patterns recorded on photographic film,
which has a sensitive nonlinear response. For this a
Philips CM30 TEM operated at 300 kV was used with a
500 nm aperture.

At 90 K all regions of the electron transparent window
(both inside and outside the rectangles) produced diffrac-
tion patterns showing the superlattice. As expected, the
superlattice modulations were always parallel or near-
parallel to the a∗ direction. Custom written software was
used in order to measure statistically significant values of
q/a∗ for each diffraction pattern. Initially the parent lat-
tice reflections were identified and the distortion of the
photographic film was calculated, then the positions of
the superlattice reflections were found. Thus values of
q/a∗ were established for each diffraction pattern.

Specifically, the positions of the parent lattice reflec-
tions were estimated and then refined using the mean-
shift algorithm. The film distortion was calculated using
the projective warp which models the distortion as shear,
aspect ratio change and keystoning.

Pairs of superlattice reflections that appeared between
adjacent pairs of parent lattice reflections along the a∗

axis were modelled using the weighted sum of two Gaus-
sians and a constant value. The parameters were fitted
to this Gaussian Mixture Model (GMM) using the Ex-
pectation Maximisation algorithm [17, 18]. Information
was ignored from areas near the edge of the photographic
film that were warped such that the mismatch between
the expected lattice and the observed lattice was greater
than two pixels. The curvature of the Ewald sphere leads
to a systematic error ∼ (g/k)2, where g is the measured
value of the wavevector and k is the wavevector measured
across the Ewald sphere, but this is small and will affect
equally both the parent and superlattice reflections, such
that it may be ignored here.

Fig. 3 shows a map of q/a∗ in and around Rectan-
gle 1. The magnitude of q/a∗ was highest at C, 0.8%
lower at B, and 1.4% lower again inside the rectangle
at A (0.4760±0.0009, 0.4710±0.0005 and 0.4646±0.0006,
respectively). Similarly, for Rectangle 2, q/a∗ at points
analogous to B and A differ in the same sense by 1.3%
(0.4753±0.0005 and 0.4692±0.0007 respectively). In any
given diffraction pattern, each individual measurement of
q/a∗ was recorded to within 0.004, given a resolution of
0.3 out of 35 pixels. For each diffraction pattern, between
150 and 300 measurements of q/a∗ were made, reducing
this error to the values quoted.

At any point in the window, the measured wavenum-
ber varied between cooling runs. The range of q/a∗ inside
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FIG. 3: (color online) False colour map of q/a∗ at 90 K in and
around Rectangle 1 with contours of constant q/a∗ plotted
every ∆(q/a∗) = 5.8 × 10−4. Diffraction patterns were taken
at the 18 points indicated, and q/a∗ values were extracted
from each using the software described in the text. Data for
q/a∗ was generated away from the 18 points by interpolation
and extrapolation. The diagram combines data from four
cooling runs to 90 K. One run included data from A, B and
C and other runs included data from at least one of these
points. Data from the other runs was subject to the run to
run variations described in the text. It was therefore offset to
build the above picture. Thermal drift is estimated to be 0.2
nm.

Rectangle 1 at point A was 2.6% (0.457 – 0.469). Out-
side Rectangle 1 at point C, the range was 1.9% (0.467 –
0.476). However, in any given run, the wavenumber out-
side the rectangle was always larger than the wavenumber
inside the rectangle, with the run to run difference from
A to C being between 2.2% – 3.2%.

Since q/a∗ rather than q is measured, we investigated
whether the observed variations of a few % could be due
to variations in a∗ alone. The parent lattice reflections
were recorded in different areas of the sample above and
below the ordering transition temperature of ∼220 K as
estimated from polycrystalline samples [3]. Variations
in a∗/c∗ were ≤ 1%, which assuming c to be constant
implies that variations in a∗ ≤ 1%. This places an up-
per bound of 0.1% on changes in q/a∗ due to unresolved
changes in a∗. (Note that this error calculation is non-
trivial because the measured q is always determined rela-
tive to the measured a∗.) Therefore the spatial variations
seen in q/a∗ represent changes in q, whether or not they
are driven by changes in a∗ that are beyond the 1% res-
olution of the microscope.

The asymmetry in q/a∗ with respect to the artificial
cuts rules out the possibility that contamination and/or
damage from the Ga beam of the FIB microscope pro-

0.450

0.455

0.460

0.465

0.470

0.475

 90  100  110  120  130  140  150  160  170  180

q
/a

*

Temperature [K]

FIG. 4: (color online) Variation of q/a∗ with temperature,
inside (�) and outside (•) Rectangle 1. The readings were
taken at A and B using a 2 µm aperture. There is a 1 µm
spatial uncertainty due to thermal drift of the sample during
data acquisition. The error bars are at one standard deviation
of the mean. Note that recent measurements using a Gatan
helium stage suggest that the two 90 K values remain constant
within error down to ∼15 K.

duce the observed changes in our measurements taken at
points over 500nm from the artificial edges. Moreover,
when moving from 4 µm to within 1 µm of a natural
crack (Fig. 2), q/a∗ was reduced by 1.3% (0.476 to 0.470).
This mimics the change in q/a∗ that we engineered in the
rectangle.

The observed differences between q/a∗ inside and out-
side the rectangle could be due to the electron beam heat-
ing the rectangle, which is thermally isolated by its small
neck. However, one would then expect q/a∗ to vary in a
systematic way with remoteness from the neck. This is
not the case so thermal effects cannot explain the results
of this experiment.

The observed reduction of q/a∗ inside the rectangle
could also arise if discommensurations, which separate
regions of different q/a∗, were pinned strongly inside the
rectangle, due to defects at the nearby edges, and could
not propagate through the neck. Temperature sweeps
taken inside and outside the rectangle both show a sim-
ilar hysteresis of ∼20 K (Fig. 4). This suggests that the
degree of pinning is similar inside and outside the rect-
angle, and that pinning does not cause the observed dif-
ferences in q/a∗.

We suggest that small changes in strain, below our 1%
resolution in a∗, are responsible for the observed varia-
tions in q/a∗. Indeed, changes this small can be signif-
icant. For example, a 0.5% change of strain [19] along
the normal to the surface of a La0.7Sr0.3MnO3 [20] film
produces a 20 K change in the Curie temperature.

Our observation that q/a∗ is smallest inside the rect-
angle may be understood using a 1D Ginzburg-Landau
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theory [21]. In the modulated manganite we studied, the
nature of the order parameter ψ(r) is not established [8].
Here we express it in terms of the corresponding or-
der parameter ψ0(r) in the absence of modulations as

ψ(r) = ψ0(r)e
i(Q

c
.r+φ(r)) where r is the spatial coordi-

nate, Qc is a vector commensurate with the lattice and φ
incorporates incommensurability [22]. The wavevector is
given by q = Qc + 〈∇φ〉, where 〈∇φ〉 is the deviation of
the wavevector from the commensurate value. Therefore
in our material q = 0.5a∗ + 〈∇φ〉. Assuming that ψ0(r)
is constant, we can write the free energy density for the
modulation and its coupling with strain η as [21]

F =
ξ2

2
(∇φ− δ)

2
+
v

n
cos(nφ)+ cη∇φ+

1

2
κη2−ση. (1)

The first term is the elastic term that favours incom-
mensurate modulation, and we arbitrarily set ξ=1. The
parameter δ is the deviation of q/a∗ from 0.5 in the ab-
sence of strain coupling. We always see q/a∗ < 0.5 in our
film, which we suggest is due to the presence of a back-
ground strain that arises from our inability to completely
remove strain everywhere, in effect rendering δ < 0. The
second term is the Umklapp term that favours commen-
surability, where n is an integer and the coefficient v de-
termines the strength of the effect. The third term cou-
ples η and ∇φ with strength c. The fourth term is the
strain energy density in terms of the bulk elastic modulus
κ. The fifth term gives the elastic energy due to the stress
σ on the film from the substrate. The effect of the cou-
pling term cη∇φ on the wavevector can be determined
in the plane-wave limit (∇φ =constant and ∇η = 0) by
minimising (1), which leads to

∇φ =
δ − cσ/κ

1 − c2/κ
. (2)

Two limiting cases represent the situation inside and
outside the rectangle respectively: either the film relaxes
in the absence of substrate-induced stress and q is re-

duced by |∇φin| = |δ|
1−c2/κ to give q = 0.5a∗ − |δ|

1−c2/κ , or

the film is clamped such that the coupling cη∇φ is inac-
tive, and thus |∇φout| = |δ| and q = 0.5a∗ − |δ|. Since
|∇φin| > |∇φout| we can understand why the deviation
from the commensurate value of q/a∗ = 0.5 will be larger
inside a rectangle whatever the sign of c. Note that this
result is the opposite of what might be expected given
that the rectangle resembles an unstrained single crystal.

We now consider whether the changes in q/a∗, that
we ascribe to strain, support our recent finding that the
charge-lattice coupling is weak [8]. In the traditional
strong-coupling limit, any elastic deformation of the par-
ent lattice should be directly transmitted to the superlat-
tice such that ∆(q/a∗)=0. Our finding that ∆(q/a∗)=2-
3% suggests that the superlattice can deform indepen-
dently of the parent lattice. Therefore the coupling

cannot be considered arbitrarily strong. Moreover, in
the traditional strong-coupling picture, the changes in
∆(q/a∗) that we observe would arise due to changes in
the number of [100] Mn4+ sheets, and these are not avail-
able at a given x. In theory, our finding that ∆(q/a∗) 6= 0
could be explained if strain is enhanced at uncharged dis-
commensurations [21], but discommensurations are not
consistent with a strong coupling picture at x=0.5.

In summary, we have shown that it is possible to tune
the magnitude of q/a∗ by up to 3% in La0.5Ca0.5MnO3

at 90 K by processing a thin film using an FIB micro-
scope. This demonstrates that tuning the microstructure
of La0.5Ca0.5MnO3 can alter the low temperature super-
lattice. Consequently the variations in wavenumber seen
in polycrystalline La1−xCaxMnO3 [8, 12] may be directly
attributed to strain. Our finding that ∆(q/a∗) 6= 0 may
be most simply explained if the charge and lattice are
weakly coupled. The interpretation presented here sup-
ports our earlier suggestion [8] that a charge density wave
scenario may be appropriate.
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